6/ Control Charts for Variables
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E:lGenernl Theory of Control Chart -
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control chart is an important aid or statistical device used for the study.

E@_MWS. Control chart was developed by Dr. W.A.
Shewhart and it is based upon the fact that variability does exist in all the repetitive

Processgs.

%ﬂiabmty. In nature two extremely similar things are difficult to obtain,
If afall we come across exactly similar things, it must be only by chance. This
fact bolds good for production processes as well. No production process is good
enough to produce all items of products exactly alike. Most industrial and
administrative situations involve a combination of materials, men and machines.
Each of these elements of combination has some inherent or natural variability,
the causes of which cannot bg isolated plus the unnaturual variability or variability
due to assignable causes which can be isolated and therefore controlled and reduced
to economic minimum.

/" For example, suppose drilling operation is to be performed on castings. Now,
what are the possible sources of variation ? First the material of which the casting
is made will have some variability from unit to unit. Some units will be harder
than others. If the operation is being done on a mass production by number of
workers on different similar machines, the conditions of these machines may differ,
some machines may be in poor condition, or improperly maintained. Hence, the
second source of variation is the machine. The third source of variation, man,

is the most variable of them all. His decisions and actions directly affect the extent
of variability than the other sources, materials and machines. There may be
differences among the skill of the workers doing the same job. The same person
may act in different ways in different psychological conditions. His mental worries,
diet, physical conditions and poor working environment also adds to the variability
in the quality characteristics of the product.

Therefore, we conclude that thére exist two kinds of variations :

1. Variation due to chance causes.

/ 2. Variation due to assignable causes.
Variations due to assignable causes

These variations possess greater magnitude as compared to those due to
chance causes and can be easily traced or detected. The power of the Shewhart
control chart lies in its ability (o separate out these assignable causes of quality
variation (say in length, thickness, weight or di r_or a component}., The
variations due to assignable causes may be because of the following factors :

e 1. Differcnces among machines,
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2. Differences among workers.
v3. Differences among materials.
v"4, Differences in each of these factors over time.
~5. Differences in their relationship to one another.
) hese variations may also be caused due to change in working conditions,
?& on the part of the operator, lack of quality mindness etc.
a

nce Variations (Random Variations)

Variations due to chance causes are inevitable in any process or product.
‘They are difficult to trace and difficult to control even under best conditions of
production. Since these variations may be due to some inherent characteristic of
the process or machine which functions at random. For example, a litde play
MMWGDLWW emor.and may cause g
change in dimension of a machined part. The chancZ Tactors effect each compaonent
in a separale manner. It has been established that if the variations are due to chance
factors alone, the observalions will follow a ‘n et Knowledge of the
behaviour of chance variation is the foundation on which control chart analysis
rests.

If after a random selection, observations are made under the same conditions
and if the distribution of observation follows a standard curve (normal curve),
then it is assumed that the variations are due to chance causes and no assignable
causes of error are present. The conditions which produced these variations are
accordingly said to be “‘under control’". On the other hand, if the variations in
the data do not conform to a pattern that might reasonably be produced by chance
causes, then it is concluded that one or more assignable causes are at work. In
this case conditions producing the variations are said to be “‘Ou 1",

Definition of Control Chart
@ control chart is a graphical representation of the collected information.

The information may pertain to measured quality characteristics or judged quality
characteristics of samples. It detects the variation in processing and wams if there
is any departure from the specificd tolcrance limits.

In other words, control chart is a device which specifies the state of statistical”
control, second a device for attaining statistical control, and third, a device to judge |
whether statistical control has been attained. The control limits on the chart are
50 placed as to disclose the presence or absence of the assignable causes of quality
variation, This makes possible the diagnosis and correction of many producton
troubles and often brings substantial improvements in product quality and reduction
of spoilage and rework. Morcover, by identifying certain of the quality variations
as inevitable chance variations, the control chart tells when to leave the process
alone and thus prevents unnecessarily frequent adjustments that tend to increase
the variability of the process rather than to decrease it. . *

With the help of a control chart it is possible to find out the natural capability
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164 STATISTICAL QUALITY CONTROL
of a production process, which permits betier decisions on cngineering tolerances
and better comparisons between alternative designs and also between alternative
production methods. Through improvement of conventional acceptance procedures,
it often provides better quality assurance at lower inspection cost.

There are many types of control charts designed for different control
situations, each with its own advantages and disadvantages and with its own ficld
of application. However, all have a few characteristics in common and are
interpreted in much the same manner, The control charts which are mast commonly
used are :

1. Control charts for measurable quality characteristics (control charts for
variables). This includes X and R charts and charts for X and o.

2. Control charts for fraction defective (P-chart).

3. Control chart for number of defects per unit (C-chart).

The contral charts for variables are useful for controlling fully automatic
processes, where the operator is probably responsible for three or more machines.

Contral charts for fraction defective and defects per unit are attribute control
charts. A fraction defective control chart discloses erratic fluctuations in the quality

of inspection which may result in improvement in inspection practice and inspection

standafils.
‘ontrol Charts for Variables
Control charts based upon measurements of quality characteristics are called
as control charts for variables. Control charts for variables are often found to be

a more economical means of controlling quality than control charts based on

attributes. The variable control charts that are most commonly ysed-are average

or X-char(s, range or R-charts and o- or standard deviation charts.

\Sofne Possible Objectives of the Control Charts
Control charts are based on statistical techniques. In general, control charts
for variables, either X and R or X and o charts are used for some or all of the
following purposes. = - )
s 1. Xand R or Xand & charts arc used in combination for the control process.
X-chart shows the centring of the process, i.e. it shows the variation in the
averages of samples. It is the most commonly used variables chart.
R-chart shows the uniformily or consistency of the process Le. it shows the
variations in the ranges of samples.
It is a chart for measure of spread.
a-ghart shows the variation of the process.

_ The control charts are used to determine whether a given process can
meet the existing specifications without a fundamental change in the production
process. In other words they tell whether the process is in control and if so at
what dispersion.
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. To secure information to be used in establishing or changing production
procedures. Such changes may be either elimination of assignable causes of
variation that may be called for whencver the control chart makes it clear that
specilications cannot be met with present methods,

For example, where both upper and lower values are specified for a quality
characterislic, as in the case of dimensional tolerances. If the basic variability of
the process is so great that it is impossible to make all the products within the
specification limits, and when the specification cannot be changed then the
alternatives will be (a) To make a fundamental change in the production process
that will reduce the basic variability or (b)) To suffer and sort out the good (non-
defective) products from the bad (defective products).

4. To sccure information when it is necessary to widen the tolerances.
Sometimes the control chart shows so much basic variability that some product
is sure to be made outside the tolerances, a review of the situation may show that
the tolerances are lighter than necessary for the functioning of the product.
Therefore, the appropriate action will be to change the specifications to widen

the tolepmees for the sake of cconomy.
./..ﬁ}".}']ﬂ secure information to be used in establishing or changing inspection

procedure or acceptance procedures or both.

6. To provide a hasis for current decisions on acceptance or rejection of
manufactured or purchased product. It is possible to reduce inspection costs by
using control charts for variables for acceplance.

7. To provide a basis for current decisions during production as to when
10 hunt for causes of variation and take action so as to correct them, and when
1o leave s process alone.

. To familiarize personnel with the use of the control charts.

\\/Rel:i!ianship between X', 6’ and the Values of X

Suppose, four subgroups each consisting of 5 ilems are taken from the
universe, each subgroup will have its average X . Let, X;, X2, X3, Xj be the average
of the first, sccond, third and fourth subgroups respectively.

Then, IR B b L

_ 4
where, the symbol X denotes the average of the averages.

If many random samples of any given size are taken from a universe, the
averages (X values) of the samples will themselves form a frequency distribution,
having its own central tendency and dispersion or spread.

If the universe is normal, statistical theory tells that the expected frequency
distribution of the Xvalues will also be normal. Even though the samples are drawn
from non-normai universe the distribution of the averages of samples tends 10
be approximately normal.
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166 STATISTICAL QUALITY CONTROL

The average X of such a frequency distribution of X values apparently tends
10 be nearer to X', the average of the universe. It is observed that larger the samples
taken, more likely, the average of the samples will be close © the average of the
universe. The spread of the frequency distribution depends on the spread of mc
universe as well as upon the sample size a, the larger the value of n, the less will
be the spread of the X values.

Therefore, statistical theory tells that in the long run,

(@) X=X ie. the averages of the X values will be the same as X” the average
of the universe.

(b) oX= -ji , where OX is the standard deviation of the expected frequency
n

distribution of (he average and o is the standard deviation of the universe.

Relationship between o' and °

Similar to X values o values also differ from one subgroup to the next. In
the long run, the standard deviations of samples of any size from the universe
will follow a chance pattern.

The relationship between Gand 0" for a particular sample size is represented

. o
by the ratio C; = ra

where, S = the average of the standard deviations of the
samples of any given size and,
&' = the standard deviation of the universe from which the samples are taken.
The values of the factor ‘Cy’ are given in Table B of Appendix for different sample
sizes. For example the value of C; for a sample of 5 items = 0.8407 (from Table
B).

) It is observed that, even with the use of this C, factor the standard deviation
of small subgroup does not give reliable information about o, the standard
deviation of the universe. However, larger the number of subgroups used for
calculating G, the greater should be the confidence in he estimate from o of the

nknown standard deviation of the universe.

%Ialiomhip between o’ and R B
According Lo statistical theory the ratio between the av_emge range R and

Z R .
the standard deviation of the universe o is given by, dy = P for a particular

sample size n. For example for a subgroup of 5 the ‘dy" factor for Table B
(Appendix) = 2.326. '

One practical use of this d factor is (0 provide an aIlenuu_vc method of
estimating ¢ [standard deviation of an unknown universe for a series of samples
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or subgroups]. For example, for the 100 subgroups of 5 items, R = 25.70. The
d; factor from Table B = 2.326. Hence, the estimate of ¢* from R will be

._ R _2570
g=—=
dy 2326

{\ comparison of the two estimates of " shows a close agreement belween
the estimate based on @ and the onc bascd on R

From practical point of view it is much easier to compute R for a subgroup
than to compute o. However, in some cases where the ts th lves
arc ?uslly (for examnple destructive tests of variable items) and it is necessary that
the inferences from a limited number of tests be as reliable as possible, the extra
cost of calculating standard deviation of subgroups is justified.

ice of Variable

The variable chosen for X and R control chart should be such that it can
be measured and expressed in numbers such as dimension, hardness number, tensile
strength, weight, volume etc. In the introduction of the control chart technique
to any organization, the choice of the right variable is often roublesome. There
may be quite a large number of specified dimensions on many parts of the product.
Obviously, only few of them which will result in real saving in cost should be
selected for control chart purpose.

In other words, the variable sclected should be one thal is likely to reduce
cost, e.g. a quality characteristic that is responsible for high rejection or rework
and where the spoilage and rework costs are high.

= 11.049,

\ﬁis of Subgrouping
The information given by the control chan depends on the basis used for

selection of subgroups, therefore the careful determination of subgroup is very
important in the setting up of a control chart. The following factors should be
considered while selecting a subgroup.

1. Each subgroup should be as homogeneous as possible.

2. There should be maximum opportunity for variation from one subgroup
to another.

3. Samples should not be wken at exactly equal intervals of time.

Particularly if the primary purpose of keeping the charts is to detect shifts
in the process average, all items included in the sample should be drawn from
the same population. Sccondly, one subgroup should consist of items produced
as nearly as possible at one time, i.e. from one population and the next subgroup
should consist of all items produced at a single later time, ie. from second
population. Since, if one sample is drawn from one population and a second sample
from second population, the probability of detecting a difference between the two
populations is high. This permils a minimum chance of variation within a subgroup
when all the items of a subgroup are drawn at random from a single population,
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Similarly, when all items of one subgroup are taken from uufzpopulaﬁon and all
items of another subgroup are taken from second population, then it gives a
maximum chance of variation from one subgroup to another.

Tt should also be remembered that the samples should not be taken at equal
time intervals. For instance, the ten o'clock sample might be taken one day at
10.10 and the next day at 9.45. It is better if the operators do not know in advance
just which items are to be sclected as the sample for inspection.

However, somelimes the scheme of subgrouping may need to be modified
because (i) There may be practical difficulties in taking homogeneous samples
or (ify If the purpose of the control chart is 1o provide a basis for acceplance.
In such cases as far as possible each subgroup should be representative of all the
production over a given period of time, the next subgroup should consist of products
intended to be representative of all the production of approximately the same
quantity of product in a later period and so forth.

i#e and Frequency of Subgroups
ize of Subgroup (Sample Size)

To provide maximum homogeneity within subgroup, the size of subgroup
(sample size) should be as small as possible. However, four or five is the most
commonly accepled subgroup size, on statistical grounds. The distribution of X
is nearly normal for subgroups of four or more even though the samples are taken
from a normal universe ; this fact is helpful in interpretation of control chart limits.

Secondly, if subgroup size cf five is used there is ease of computation of
the average, which can be obtained by multiplying the sum by two and moving
the decimal point one place to the left

Larger subgroups such as 10 or 20 are sometimes advantageous when it
is desired 1o make the control chart sensitive to small variation in the process
average. The large sample will cause the limits of a control chart to be closer
1o control line on the chart (control limits will become narrower) and it becomes
casy to detect small variations. This is because the standard deviation of P, Xor

R varies inversely with ¥n. Hence the larger the sample size, the smaller the
standard deviation, and the closer 3 limits will be to the central line on the chart.

However, if the cost of measurement is quite high then it may be necessary

to use smaller sample size of two or three.

fnquency of Sampling

There are two possible ways :

(a) To take larger samples at less frequent intervals or

(b) Smaller samples at more frequent intervals.

The selection will be govemed by the cost of taking and analyzing
mumneﬂ!sandaﬁomebencﬁuwbcaui»wﬁnmacﬁmmdmmnmlm

In general, the frequency of sampling depends on just how well the operation
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is going. In a typical firm, a1 the time the coatrol charts have been esmablishad,
the analyst may take a sample every bour. However, if Lbe process remains in
controd for 2 or 3 days, the frequency of sampling may be reduced to cne every
3 or 4 bours. If the process continues in coatrol for a period of a few weeks, the
frequency may be reduced stll further. On the other hand, if difficulties are
encountered in k.?eping the process in cootrol, more frequent samples are taken
For example, during a troublesome period on a short-cycle operatica, the analyst
may want (o take a sample every {.- bour to discover an out of coatrol condition
as s-oou as possible, since he has reason o believe that the possibility of this
condition occurring is high. ’

Hence, frequency of subgroups should be more at the initial stages and could
be reduced when the function of the control chart is only to m2intzin the process
control over current production. The frequency of taking a subgroup may be
Fxprcs&cdeimainmofumesucuasman bour, or as a proportion of the
items produced, such as 5 out of 100.

fantml Limits
For plotting control charts generally = 3¢ limits are selected and they are

termed as control limits. They present a band within which the dimensions of the
COmpoNents are expected to fall. With 3¢ limils, since 99.7 percent of the samples
En':um a given population will fall within these limits the remaining 0.3 pereent
will fall outsidz the limits. This means that, in the long run, 3 samples out of every
1,000 will fall outside the = 3¢ limits even if po change tzkes pb-c:: in the
population average. Since three out of thousand is a very small risk, = 36 limits
have been found ta give good practical resulls. ’

) _So long as the sample average is within 3¢ limits it is assumed that any
variation between the sample average and the desired population average is due
to chance causes, that is, no assignablz causes of variation are presenl ﬁaweva
as soon as the sample average varies from the desired population average by 3(.;
or more of the mean, it is assumed that the variation is due © a:\s':erutb?e causes
and that a shift has taken place in the population average. Actually, if 2 sample
average falls exactly at one of the 30 points, it is usally assumed that no change
has taken place but it is absolulely essential to take another sample soon after
to verify this assumption.

) When it is found that a shift has taken place, the nest siep is o find the
assignable causes. This calls for investigating the production equipment, materials,
and the operator’s methods. For example, it may be found that the operator is
not setting the machine correctly, or that the machine has deteriorated and lost
its accuracy. Whatever the cause, it must be found 2nd eliminatad so that future
production is not affected adversely.

Chance of Making an Error
As already explained, with 3g limits in the long run, 3 samples out of every
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1,000 will fall cutside the 3¢ limits even if no change takes place in the population
average. As a result, there will be occasion when we shall be looking for an
assignable cause of variation when none exists, because no shift has taken place.
This condition is described by writers in statistics as a Type I error. We assume
a change when actually it has not taken place, and conscquently we spent time
and money on a needless investigation. If 20 limits are selected as control limits,
there would be an appreciably larger number of occasions when we would be
looking for a non-existent assignable cause of variation than there would be with
3 limits. In fact the probability of making a Type I error would now be 0.045
instead of 0.03 with 3o limits.

On the other hand, if we conclude that the universe has not changed when
it really has changed, this conclusion is described as Type 11 error. In brief, wider
the limits, the greater the probability of making Type II error and lesser the
probability of making Type I error. ’

Because of the circumstances explained above, il became necessary to find
a balance between these two types of errors. Each involves a cost, and the problem
was to find that combination which would minimize the total cost. Studies revealed
that, on the average usc of 30 limits would represent the most economical
alternative. This may not be true in every case, and therefore other limilts are
sometimes employed. But in general, 3¢ limits are widely used in the industry.
Starting the Control Charts

Making and recording measurements. The information given by control
chart is influenced by variations in quality as well as variations in measurement.
Any measuring system will have its own inherent variability which should not
be increased due o assignable causes such as error in reading or recording.

5’Calcul tion Procedure ‘/
7 ~71. Calculate the average X and range R for each subgroup. A good number

of samples of items manufactured are collected at random, at different intervals
of time and their quality characteristics (say diameter, thickness, weight, length
etc.) are measured. For each sample mean value and the range is calculated. For
ple, if a ple « 5 items whose dimensions are X, X3, X3, X4 and
Xs, the sample average
- X1+Xa+Xa+Xg+ X5
X= 5
The range is computed by subtracting the lowest value from the highest value.
[Range, R = Highest value — Smallest value]. '
2. Calculate the grand average X and average range R After calculaling

the average and range of each sub-group the next step is to find X and R.where-

Xis the average of the X values for each sub-group. This is the sum of X values
divided by the number of sub-groups.

-—

£——t

_—
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=t

ie., X=
where, X = average of averages
and N = Number of sub-groups.

Similarly, the average R, is the sum of the ranges of the sub-groups divided
by the number of sub-groups.

2

Le.,
/ N
3. Calculation of 3 sigma limits on control chart for X chart. Tables B, C,
D and E of Appendix may be used to obtain the relevant factors like A, AL Ag,
D), Dy, D3 and Dy for a particular sample size, according to the method used.
If Table B is to be used, the next step is to te ¢’. From Table B find _
the value of the factor 4> for a particular sample size. Then
-l
=
Now, 3 o can be calculated from the relationship

O
oy = _‘]n_ .
Upper Control Limit X_
=X+3 oy

o

Lower Control Limit X’
= X-3ox
The two steps in the calculation of 3 o may be consolidated as,
3ox= _raﬁ
% dy\n .
To shorten the calculations of control limits from R, this factor —3‘{— the
_ dyNn
multiplier of R has been computed for each value of a from 2 to 20 and tabulated

in Table C of Appendix. This factor is designated as Az.
The formulas for 3-sigma control limits on charts for X then become
UCLX = X + AR !
LCLX = X- A?_R
1£ control limits are to be calculated from O rather than from R, then
- Yo
o= TV",
where N = numbér of sub-groups, using the C; factor from

Table B to estimate o',
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,_ ©
o =—
G
Py
and kx:T
= 3o
oT =
3% =

To shorten the calculations for control limits from o, the factor ﬁ—,
»Vn

the multiplier of G in the above caiculation has been computed for each value
of a from 2 to 25, hence by 5's to 100 and tabulated in Table D of Appendix,
This factor is designated as A). The formulas for 3-sigma control limits using factor

Ay are : _
Cly=X+AG
LCLy=X-A;0.
For thase situations where it is desired 1o calculate control limits directly
from known or standard values of o’ and X, the factor ;.3- has been computed
n
and tabulated in Table E, Appendix. This factor is designated as A. The formulas
for 3-sigma control limits using this factor are
UCLy=X +Ac

‘-/ LCly=X -Ag
Calculate the Control Limits for R Chart

The control limits on the chart for ranges (R char) are given by
UCLg =D&
LCLp=D3R \./
Factors D4 and D3 have been given in Table C of the Appendix.
For calculating the control limits on R chan directly from the known or
assumed values of ¢’. Then the control limits on R chart are given by
UCLgp = Do’
LCLg=D 0o
where the factors D), D3 can be obtained from Table E, Appendix for a particular
sample size.

Plot the X and R charts. While plotting the X chart, the central line on
the X chart should be drawn as a solid horizontal line at X The upper and lower
::]nlrol limits for Xchart should be drawn as dotted horizontal lines at the computed

ues.

Si_mi]zrly. for R chart the central line should be drawn as a solid horizontal
line at R The upper control limit should be drawn 2s doifted horizontal line at
the computed value of UCLp. If the sub-group size is seven or more, the lower
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control limit should be drawn as dotted horizontal line at LCLg. However, it should
be noted that if the sub-group size is six or less, the lower control limit for R is zero.

Plot the averages of the sub-groups in X chart, in the order collected and
the ranges in R chart which should be below the X chart so that the sub-groups
correspond to one another in both the charts. Points outside the control limits are
indicated with cross on Xchart [{ x )1, and the points outside the limits on R chart
by a circle [ © )-

Drawing Preliminary Conclusions from Control Charts

Lack of control is indicated by points falling outside the control limits on
either Xor R chart. It means that some assignable causes of variation are present,
it is not a constant cause syslem.

When all the points fall inside the control limits ; we say that the process
is in control. It really means for all practical purposes it acts as if no assignable
causes of variation are present. Based on how many points fall outside the control
limits, 1 out of 35 points or 2 out of 100 points can also be tolerated, and the
process is said to be in control.

Even though all points fall within the control limits, in order to detect shifts
in the process average in manufacturing, it is customary to use various practical
working rules as stated below. These rules depend only on the extreme runs.

(a) Whenever a run of 7 conseculive points is on one side of the control line.

(b) Whenever in 11 successive points on the conml chart, at least 10 are
on the same side of the central line.

(€) Whenever in 14 successive points on the control chart, at least 12.are
on the same side of the central line.

(d) Whenever in 17 successive points on the control chart, at least 14 are
on the same side of the central line. I

() Whenever in 20 successive points on the control chart, at least 16 are
on the same side of the central line.

Sequence of points on one side suggests the need to review the position
of the ce..rral line on the chart.

lwic  ctation of Processes in Control. With evidence from the control chart
that a process is in control, we are in a position to judge what is necessary to
permit the manufacture of product that meets the specifications for the quality
characteristic charted. The control chart data gives us estimales of :

1. The centring of the process (X* may be estimated from X).

2. The dispersion of the process (6° may be estimated as Ridy).

Some Control Chart Patterns

(a) Chance pattern of variation. X chart for chance pattern of variation is
shown in Fig. 6.1. The important characleristics are :

(i) Most of the points are near centre line X

(ii) Very few points are near control limits.
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1. Action to remove assignable causes of variation when out of control
condition has been detected.

2. Action 1o establish the process average.

3. Action o establish the process dispersion.

Once the process is brought into control with sat.isfactnr‘y average and
dispersion, an important purpose of the control chart is to help continue this happy
state of affuirs. This involves :

(@) To leave the process alone as long as it stays in control, and

(5) To bunt for and remove the assignable causes of variation where the
control chart shows lack of control.

Whenever an aimed at value X is used for the central line on the control
chart, efforts should be made to maintain that value in the manufacturing process
itself.

Action 1o reduce the process dispession may necessitate for fundamental
change in machines or methods. The information given by the f_mntrol chart abfml
the natural tolerances that will be held by the various machines or prtfducuon
methods may make it possible to fit the process dispersion to the job in hand.
Oyerations for which the close tolerances are necessary tr_my be assng_ncd o lh{?se
machines that will hold the close tolerances, and operations on which the wide
tolerances are satisfactory may be assigned to those machines that will hold only
wide tolerances,

Pr Capability Analysis
- ﬂouml limits versus specification limits :

When the production activity is being planned, an effort will be made to
provide a combination of equipment, materials and manpower such that the outI‘)ul
will meet specifications. Specification data are Frmwd_ed on the blue pr{m. For
example, the blue print may state the rcquired dunepsmq f(_)r the shaft diameter
is 35.50 + 0.25 mm, This gives an upper specification lunll.lol‘ 35.'?5. mm, and
lower specification limit as 35.25 mim. Any shaft produced nulsnd_c this limit would
have to be scrapped and reworked, Therefore, every _:memp_l will be made to set
up the job in such a way that these limits will be met, if possible, by .all I.h:‘.! shafts.

" We know that the dispersion of the individual items is described in terms
of the standard deviation o’, while the dispersion of sample averages drawn l'rmP
the same population is described in terms of the srand‘m_l errar of the mean ch;g
For a given population the standard ervor of the mean is always less than |

standard deviation of the individual items
__c
since, Oy = jn—.
Consequently, the individual ilems have a greater dispersion than that of the sample
average.
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; In bricl': the average diameter of a sample of shafts may be within
sp_ccfl':cauon limits, while some of the shafts included in the sample may not be
}mllun the specification limits, Thercfore, cven though the process scems (o be
in contr.nl._u is necessary to see whether the process is capable of producing the
parts ?v‘utuu the specificd limits, This can be done by carrying out the process
capability analysis as described below.,

ess Capability

Process capability may be defined as the “‘minimum spread of a specific
measurement variation which will include 99.7% of the measurements from the
given process™. In other words, process capability = 60° since, 66 is taken as
4 measure of the spread of the process, which is also called natural tolerance.
Process capability study is carried oul to measure the ability of the process to
meet the specified tolerances,

By this study, it becomes possible 1o know the percentage of the products
which will be produced within % 3¢ limils on either side of the mean X.

A process capability analysis consists of :

1. Measuring the process capahility ta find ant whether the process is
inherently capable of meeting the specificd tolerance limits,

2. Discovering why a process ‘capable’ is failing 1o meet specifications.
Metheds of Calculating PProcess Capability

1. Standard deviation method. By this method process capability study may
be made by gathering the required data—at least 50 observations and preferably
100 or more if possible—and computing the standard deviation of this data by
using the relation already deseribed in chapter 4,

2. The average range method. The average range methed discussed in
details below is preferred for process capability analysis for the following reasons

(@) Tt is easicr to calculale—no square root is involved.

(b) Trends occurring in the study or other abnormal conditions ean be
detected.

(c) When the average range method is used the capability study can serve
as a base—period analysis,

3. Single range method. A rough estimate of process capability may be
obtained by this method. Tiake a certain number of observations and then find
the difference between the largest and smallest readings, Based on certain
confidence level we can prediet the percentage of the products (depending wpon
the number of observations) that will lic within the observed range of the samply
This method is valuable when used in conjunction with the avermge range method

Basls of Process Capability Study

When a process is functioning under a chance cause system the distiibution
of the individual products coming from it will tend to be nomal, and il we sct
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182 STATISTICAL QUALITY CONTROL
the tolerance at £ 3o for the distribution, 99.7% of the products will fall within
these tolerance limits. Thus the study is aimed in détermining the standard deviation
of the individual measurements of products when the process is in control.
The process capability analysis consists of the following elements :

1. The specification tolerance.

2. The determination of whether the process average is
between the tolerance limits.

3, Measurcment of inherent (piece to piece) variability of the process.

4. Measurcment of actual variability over a period of time.

of differences between inherent and actual variability.
means of a control chart and

tieentred’' mid way

5. Causes
An effective way of making the analysis is by

a frequency distribution.
When making the study it is important to minimize the effect of factors such
as unnatural material variation, process adjustment elc. Hence homogeneous
hould be made during the study,

material should be used, no process adjustments s
trained operators should be allowed to perform the work. A number of samples

are then taken over a period of time. Each sample consists of consecutively made
pieces.

The analysis is done in the following manner !

1. Calculate the average X and range R of each sample.

2. Calculate the grand average ; _This measures the centring of the process.

3. Calculate control limits and plot X and R charts.

This measures the stability of the process, i.e. the extent o which it changes
with time.
4, Calculate the process capability 60’ = 6 ( -;; ) ;

This measures the picce (0 piece variability of the process.

\\‘/Késible Relationship of a Process in Control to Upper and Lower Specification

1y

Limits
; When a controlled process must meel 1wo specification limits on individual
values, upper specification limit and lower specification limits, the possible

situations may be grouped into three general classes as described below.

(1) Komax — Xmin) > 60
where Xpae = Upper specificaton limit
Xuin = Lower specification limit.
In this case the spread of the process (60”) is considerably less than the
difference between the upper specification limit and lower specification limit. The

(irst situation is shown in Fig. 6.6.
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xI‘I'Il:ln
{Upper
specification

Xmin

Lower
specification
limit}

s Flg. 6.6. (Xpmax — Xomin) > 60"
e frequency curves a, b, ¢, d and i itions i i
o R e e show various positions in which the

Congclusion. () With any position a, & or ¢, i

! : . , practically all the

manul?glu;cd will meet specifications as long as the procmsysmys in [:u?;oc;s

i) It may be considered economically advisable to it X y

i) d I permit X to
coatrol if it does not g0 Loo far, i.e. the distribution may be allowed o moveg ge?:lu:l;
g:ls;;sugiebma:ﬁd cLi '!‘hrls may avoid the cost of frequent machine setups and the
unting for assignable causes iati i i

e et g uses of variation that will not be responsible

iy 1r [ Zraz—Tmin ) o035 consi

& ratio is considerably large, frequency of control chart

may be reduced.

(iv) If there is an economic advantage to be gai i

. - am

specification limits, it may be considered. ¢ ety rpte e

With the process in position d, some i

th the prc i 3 product will fall above the u
mfgooa mlqtpomgsoon]c salamc product will fall below the lower spcciﬁc:fuP;
nit. In b , it is absolutely necessary to chan i proces:

bringing it closer to position a. inNae 3

Xmax

|
T

/

Fig. 6.7. (Xpax — Xmin) < 66"
(2) (Xmax — Xmin) < 60", In this case the spread of the process (60" is

xI"'\Iﬂ
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184 STATISTICAL QUALITY CONTROL,
{ably greater than the difference between the specification lmils as shown

in Fig. 6.7. )

Concluslon. In this type of situation defective parts will always be there,
therefore, the remedy will be

(N Ingease the tolerance. )

(ii) Reduce the dispersion, by making lundamental changes in the production
methods, machines used. )

(i) Suffer and sort out the defectives, i 1t s economical than making the
fundamental changes. )

(iv) It is still important o maintain the centring of the process.

(3) (¥ = Xmin) = 60’. In this situation the spread of the process .Is
approximately equal (o the differcnee between upper and lower specilication limits
as shown in Fig. 6.8.

X k Xmax

Vv

Flg. 6.8. (Xpz — Xmin) = 60",

Conclusion. (i) In this case it is necessany to take steps (o retain the centring
of the process. Here the process is exactly centred, a litde change in centring will
cause many components to fall outside the specification limits. This usually ealls
for continuous use of the control charts for X and R with subgroups at frequent
intervals and immediate attention (o points out of control. )

(i) 1t is advisable (o increase tolernces if they are tighter than is really
necessary.

(iif) Reduce dispersion if it is economical.
Use of process capability Data in Manufacturing Planning :
The information obtained from process capability is of great importance in
solving quality problems. For example,
—'The design engincer, knowing the capability of the process ad the
available cquipment, has a more rational basis while scuing the specifications,
— The planning engincer can assign the jobs with more rigid tolerances o
the most copable machines and that with wider tolerance to the less precise
machines.
— The tool designer can spot the places where tooling improvements must
be made to maintain the process capability.
— The capability information helps the foreman to decide which machine
may require overhaul.
— The machine set up man learms which machine requires the most aticntion
to set up and which one needs only normal care.

xmm

CONTROL CHARTS T'OR VARIADLIS I KA

—'IMe machine operntor and Inspector enn deckds which machines need
the closest watching i prodde tion,

—"The purchasing ngew his nomenns o compiro the netual performianee
of cquipment with the mumfactoer's cladmy,

T momufietusing planning some problems may prlse from e relatonship
of machine capability o produet wlegmee, ‘The Tollowing alterative miy be el
o solve such problems,

1, 1 the waehine enpability s fnndequate 1o meet e tolemnces |

{a) Try o shilt the fob o another maching with more adequate capabiliny.

(0) "Iry w improve the maching capability, sometimes the michine may need
overlauling or the tooling may need o be reviewed

{e) Try 10 pet review of the tolerances, The nvallabitity ol speelfle
Intormation showing what tolerimces can be achleved may soften the eng Incer's
attitude on widening the wleranee,

(eh Sort off the good product from the bad, IS economicnl,

2. 10 the machine eapability is equal to the wlernnee, This usually should
be wenated as in (D above, sloce it means thin eols must be set exnctly st the
nominal and gives no allowance for ool wear,

3. 10 the machine capabiliny s adeguane o meet the wlernee &

{er) 10 the machwe capability is of the order of 2/30ds 10 344hs of e tolernee
or less, it is the aceeprable sitmaion,

(1) 10 the machine capability is less than one-hall ol the tolernce, consider
reducing the wleranee. The ability o tighten the woleanee onone part inan
assembly may permit loosening o dillicolt wolermce on another pars, Closer
guaraniee of wleranees iy also help o improve the sale,

() 1004 inspection is not necessary nd asumpling procedure shonld be
uscd,

Why does n capable manufacturing process glve defects ?

In practice there conld be defeets even thongh the process bs capable of
meeting the specificd tlerances, Reasons for such defeets may inghde

1, Poor Centering. "I manutactring process is poorly centered (refer g,
6.6 (d, ¢), The serting should be changed o mbdpoint ol toleranee (o avold defects,

2, Trend o the manufacturing process, (eler Figo 63) This can e
aceeptable iConly o few units e to e miade nnd the process is set o an appropriate
Tevel, Even though the process is in eontrol in the present sitation the process
may produce defective anicles in e Long ron i s continued o manufactone
Large number of units, The effectean be reduced by periodic chiecking and resetting,

3, Shift. (relee Fig, 6.4). Sudden shiftin the process can ocenr in conjunetion
with a change of material operator eie. Tn such cases, meisures such as checklng
and adjustment are needed, based on expericnce.

A, Mised Lot. A lot which consists of units not manufactured under exactly
the same conditions is o mixed lot, In such cases the couse of difference should
be traced out and removed.
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i IKEINUD LALIYLD AN OUVLU LA AULYNO i — —

&@lem 1. Control charts for Xand R are maintained on certain dimensions
of a manufactured part, measured in mm. The subgroup size is 4. The values of
X and R are computed for each subgroup. After 20 subgroups XX = 412.83
and YR = 3.39. Compute the values of 3 sigma limits for the Xard R charts and
estimate the value of ¢* on the assumption that the process is in statistical.control.

Sol. i’i = %X -
where N = number of subgroups
Therefore, ?( = ﬂzzo-ﬁ = 20.6415
R 2R
k=N
ie. e 22 LD,

_R
.
0.169
= ——— = (),082 [f ) factor dy = 2.059
2050 0.082 [for subgroup of 4 faclor d; ]
_ 30’ _3x0.082
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=
For X chart ; o
UCLy= X + lay
= 206415 + 0.123 = 20.7645

LCLg= X - 30%
= 20,6415 — 0.123 = 20.5185.

UCLy = 20-7645

v

72206415

LCLz = 20-5185

" Flg. 6.12 (a). X chart.
For R Chart : _

UCLg =Dy .R
=228 x 0.169
[for subgroup of 4 factor Dy = 2,28 from tahle)
= (.3853. '
LCLp = D3R
=0x0.169 [for subgroup of 4, D3 =0] = 0.
UCLp =0-3853
R=0163
LCRR =0

Fig. 6.13 (b). R chart.
oblem 2. In a capability study of a lathe used in tuming a shaft o a
didmeter of 23.75 0.1 mm a sample of 6 consccutive picces was taken cach
day for 8 days; The diameters of these shafls are as given below :

Ist day 2nd day 3rd day  4th day  Sth day  Gthday  7th day  8ih day

23.77 23.80 2377 23.79 2175 23.78 23.76 2376
23.80% 2378 23.78 23.76 23.78 23.76 23.78 23.79
23.78 23.76 3.7 2379 2378 237 2373 2377
2373 . 170 23.77 2174 277 23.76 23.76 2372
23.76 23.81 23.80 2382 23.76 23.74 23381 2378
2375 23.77 2174 23.76 23.79 23.78 23.80 23.78
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Constrict the X and I chant and find vut e procesa eagrdiity for the

machine,
Sol, Average diameter for the first day
xl +X1+X';+X4*X'§4‘X4

% = . .
2377 + 2370 + 2374 + 2393 + 2376 4 23.75
G.-

= 23,705,
Similarly, the averages for each day are calculated znd the rowolls zre
tabulated as below B ’ B ) B
X % % Xy X %, % %

23765 2397 BING6 237767 237717 53 DTET DIAT

Now, X= %

& ﬂ“;ﬁ =23.7606.

Ranges :

R R R3 Ry Es Ry, Ry Ry
007 0.11 0.06 003 004 005 005 o7
. = ZR

=== 75.
R N 0.06
For X chart : _
UCLy =X + A3R
= 23,7696 + 0.45 % 0.0675 )
- [Az = 0,48 for subgroup of from Table Appendix]
= 23.7696 + 0.0324 = 23.802.
LCLy=X- AR
= 23.7696 — 0.0324 = 23.7322.
For R chart :

UCLg = D4R
=2 % 0.0675 = 0.1350.

LCLg = D3R
=0 [D3 = 0 for subgroup of 6 or less]

Process capability
e R
60" =0% &

_6x 00675 _ 0.15982

T2534 _
[for subgroup of 6, dy = 2.534 from Table Appendix]
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192
Xouar = Xin = 0.2 mm from data,
Therefore, (Xpar = Nuin) > 60", | e
Conclusion. All manufactured products will meet specifications as long as ( ' i,-’
the :s$ stays in control, iy ;
‘Jf"roblcrn 3. The following 1able shows the avemges and ranges of the [ T
indle diameters in millimetres for 30 subgroups of 5 ilems each. | E
. _ = a 45.4L585
X R X R X R v
45.020 0375 45.600 0275 45.26 0.150 e
o
44.950 0.450 45.020 0.175 45.650 0.200 -
45.480 0.450 45320 0.200 45.620 0.400
45320 0150 45.560 0.425 45.450 0.225 S (N == o 2 o L5%7g
45.280 0.200 45.140 0.250 45:380 0.125 [ . ’
-:S.ﬁ;’o 0.250 45.620 0375 43.660 0350 | 3T 22 23 24 25 26 27 28 29 30
45580 0.275 45.800 0475 45.460 0.225 . Sub-group Nao
45.400 0475 45500 0.200 45.640 0375 ! X CHART
45.660 0475 45.780 0.275 45390 0.650 !
45,680 0.275 ) 225 2 ! X
45.640 0. 45.290 0350 X Chart
For the first 20 samples set up an X chart and an R chart. Plot the next 10 |
samples on these charis (o see if the process continues *‘under control” both as ; B S 0 6594
to average and mange. Also find the process capability. L
L ]
o X_ 908170
Sol. X= X = = 454585
N 20 == r
5 _ 2R _6.250 - —
R=T=W=0312‘5. g‘ 0m2s
t @ Al
._ R 03125
g =—= ={. |
& - 2326 0.13435 ! I |
|
- ‘o’ 0.13435
op= === 0.06009 21 22 23 24 35 26 27 28 29 30 ¢
=‘f‘ﬂ o ;5 _ | Sub-graup Na
UCLy =X+ 3oy UCLp= D3R ' R CHARI
= 454585 + 3 x 0.06009 =211x0.3125 L
t R Chart
Fig. 6/14.

= 454585 + 0.1803 = 0.6594
= 45.6388 LCLgp=D3R=0 o ‘ _
Wroblem #: A sub-group of § items cach afe taken from a manufacturing

LCLy=X-3 oy s fron _
= 454585 - 0.1803 = 45.2782, . process at a regular interval. A certain quality characteristic is measured and X
3 and R values computed. After 25 subgroups it is found that ¥X=357.50 and

Process capability = 60" = 6 x 0.13425 i is 3
= (.80550 TR = 8.80. If the specification limits are 14.40 + 0.40 ; and if the process is in
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